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La Declaracion de ética y buenas practi-
cas para el uso y desarrollo de la inteli-
gencia artificial, presentada el 29 de ene-
ro de 2026 por la Secretaria de Ciencia,
Humanidades, Tecnologia e Innovacién
(Secihti) y la Agencia de Transformacién
Digital y Telecomunicaciones (ATDT), re-
presenta un avance sustantivo y necesa-
rio en el camino hacia una regulacion éti-
ca de la IA en México.

En un contexto global donde la carre-
ra por la adopcién de sistemas de inteli-
gencia artificial avanza a ritmos acelera-
dos, a menudo priorizando la velocidad
y la escala comercial sobre la reflexién
social, México opta por marcar una po-
sicion clara: la tecnologia debe estar su-
bordinada al interés publico, los derechos
humanos y el bienestar colectivo. La titu-
lar de la Secihti, Rosaura Ruiz Gutiérrez,
lo expresé con precision al senalar que la
IA, “bien empleada, contribuye al bienes-
tar social, al impulso del desarrolloyala
construccion de un pais mads justo, equi-
tativo y sustentable”, pero también puede
“reproducir y perpetuar desigualdades,

generar nuevas formas de discrimina-
cién y afectar los derechos humanos” si
se despliega sin salvaguardas adecuadas.
Los Principios de Chapultepec, base

de esta Declaracion, constituyen un de-
calogo licido y ambicioso que coloca en
el centro valores democraticos y de jus-
ticia social:

1. La IA debe ampliar derechos, nunca

reducirlos.

2. Toda decisién apoyada por IA debe

tener responsables humanos y marcos

institucionales claros.

3. Si una decisién no puede explicarse,

no debe automatizarse.

4. La IA se gobierna mejor cuando se

decide en colectivo.

5. La IA solo es valiosa si genera bien-

estar para las personas.

6. Antes de automatizar, hay que com-

prender a quién y qué afecta.

7. La tecnologia estratégica debe res-

ponder a las necesidades del pais.

8. El desarrollo de la IA requiere for-

talecer la educacién y el conocimiento

en el pais.

9. La IA no puede ser ajena a la diversi-

dad cultural y lingiiistica del pais.

10. Los datos son un bien ptiblico que

deben cuidarse con responsabilidad.

Estos principios no son meras declara-

ciones retoricas. Representan un recha-
zo explicito al determinismo tecnolégico

que asume que “lo que se puede automa-
tizar, debe automatizarse”, y en su lugar
exigen accountability humana, explica-
bilidad, participacién colectiva y sobera-
nia tecnolégica. En particular, los puntos
sobre explicabilidad, responsabilidad hu-
mana y cuidado de los datos como bien
ptblico resultan especialmente pertinen-
tes en un pais con marcadas desigualda-
des histéricas y donde los sistemas al-
goritmicos mal disenados han agravado
sesgos en ambitos como la justicia, el cré-
dito, la educacién y los servicios ptiblicos.

La presentacion de la Declaracién en
el Foro “La inteligencia artificial en la vi-
da publica de México”, en el Museo Na-
cional de Antropologia, envia un men-
saje politico importante: el Estado mexi-
cano no pretende ser mero espectador
ni seguidor pasivo de estdndares inter-
nacionales importados, sino actor activo
en la definicion de un marco con sentido
nacional. La participacién de la senado-
ra Susana Harp Iturribarria, presidenta
de la Comisién de Ciencia, Humanida-
des, Tecnologia e Innovacién del Sena-
do, refuerza la dimension legislativa del
esfuerzo y anticipa que este documento
puede servir como insumo clave para fu-
turas iniciativas normativas.

Sin embargo, el verdadero impacto de
esta Declaraciéon dependera de su capaci-
dad de traducirse en acciones concretas.
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Una declaracioén ética, por sélida que sea,
corre el riesgo de quedar en papel si no se
acompaina de mecanismos instituciona-
les de supervision y auditoria algoritmica
en el sector publico; inversiones serias en
educacion digital, formacién en IA ética
y fortalecimiento de capacidades técni-
cas nacionales; participacion vinculante
de la sociedad civil, academia y comuni-
dades indigenas en la gobernanza de la
IA, y; reglas claras sobre el uso de datos
publicos y la prohibicién de sistemas opa-
cos en decisiones que afecten derechos
fundamentales.

En suma, la Declaraciéon de ética y
buenas practicas marca un paso firme y

valioso hacia una regulacién ética de la
inteligencia artificial en México. No re-
suelve todos los desafios -ningtin docu-
mento inicial puede hacerlo- pero esta-
blece un horizonte deseable: una IA que
no sea un fin en s misma, sino un instru-
mento subordinado al proyecto de pafs
mas justo, inclusivo y soberano que Mé-
Xico necesita.

Corresponde ahora al conjunto de ac-
tores administracion publica, Congreso,
academia, empresas y sociedad, conver-
tir estos principios en politicas, leyes y
practicas cotidianas. El futuro de la inte-
ligencia artificial en México se juega pre-
cisamente en esa transicion del discurso
ético a la accion responsable o



